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ABSTRACT 
In this paper, we present a dynamic simulation model for a 
typical large office building in the U.S., which can be used 
as a virtual testbed to enable advanced control research 
for heating, ventilation, and air conditioning (HVAC) sys- 
tems. We employed EnergyPlus for calculating the build- 
ing thermal load, and the Modelica Buildings library to 
model the dynamic behavior of the HVAC system. We 
used a functional mockup interface to enable run-time 
communication between the EnergyPlus model and the 
Modelica model. This simulation model can be driven by 
control inputs from the supervisory decision-making al- 
gorithms for advanced control system design and perfor- 
mance evaluation. To demonstrate the usage of the model, 
we performed the evaluation on two representative control 
sequences for large office buildings with this model. Sim- 
ulation data allows us to compare the energy performance 
of these two sequences and captures the evolution of the 
system dynamics at a high temporal granularity. 

INTRODUCTION 
In the U. S., buildings consume 41% of the primary en- 
ergy and 74% of the electricity production (Energy Infor- 
mation Administration 2017). Building energy consump- 
tion not only leads to high operational costs, but also has 
substantial environmental impacts (Omer 2009). In ad- 
dition, over the past decade, buildings have been recog- 
nized as potentially valuable resources for realizing a reli- 
able and robust power grid (U.S. Department of Energy 
2016).  According to (Dodrill 2011), one-fourth of the 
U.S. building-related electricity demand in 2010 could be 
tuned to balance the supply and demand in power systems. 
Advanced control methods can enhance the energy ef- 
ficiency of building operations.  The aggregated annual 
energy savings from implementing state-of-the-art con- 
trol advances alone have been estimated at 29% for a 
variety of building types (Fernandez et al. 2017). En- 
ergy consumption reduction in the range of 24%  to 
35% could be achieved by applying advanced control 
techniques to packaged heating, ventilation, and air- 
conditioning (HVAC) equipment (Wang, Huang, and 
Katipamula 2012). 
Consequently, advanced controls have been proposed. For 
example, (Huang, Zuo, and Sohn 2016; Huang et al. 2018; 

Ma et al. 2008) developed methods to improve the energy 
efficient operation of chilled water systems. Data center 
HVAC efficiency optimization is described in (Ham, Park, 
and Jeong 2015). A review of control-systems-based so- 
lutions towards energy savings is given in (Dounis and 
Caraiscos 2009) and a more recent review looks exclu- 
sively at model predictive control in the building context 
(Afram and Janabi-Sharifi 2014). 
Advanced control methods have also been explored for ef- 
ficient building-to-grid integration, such as frequency reg- 
ulation, demand response, peak load reduction, and other 
ancillary services. (Hao et al. 2014) adjusted the power 
consumption of commercial building supply fans to offer 
frequency regulation service.  (Zhang et al. 2013) devel- 
oped a control method that can effectually manage a large 
number of air-conditioning systems to provide various de- 
mand response services, such as frequency regulation and 
peak load reduction. Simulations show that the proposed 
control methods do not adversely impact occupant ther- 
mal comfort. 
With the influx of innovative ideas in advanced control 
methods for building energy efficiency and building-to- 
grid integration, a standard, effective, and application- 
oriented testing platform is required for control evalua- 
tion and verification before deployment in real systems. 
Typical approaches for control evaluation include simula- 
tion (Pang et al. 2016), hardware-in-loop simulation (Pang 
et al. 2012), and field tests (Wang et al. 2015). 
Simulation is  a  low-cost  approach for comprehensive 
evaluation of the expected performance of the deploy- 
ment of a control strategy in the energy domain. Fifty- 
four whole-building energy simulation tools are summa- 
rized in (International Building Performance Simulation 
Association-USA ). Most of these tools have limitations 
in evaluating control system performance, as they have 
been designed primarily to assess the long-term building 
performance. To reduce computational complexity and 
simulation time, they do not capture the short-term equip- 
ment dynamics (Wetter 2011). For example, EnergyPlus 
(Crawley et al. 2001), while providing outstanding ca- 
pability in evaluating the expected annual energy perfor- 
mance of building systems, assumes that the local con- 
trols, such as the zone temperature control, are ideal: i.e., 
the controlled variables can be set at desired set points 
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without any dynamic transition. Under this simplifying 
assumption, the short-term (a few hours to a week) ef- 
fects of set-point reset strategies cannot be captured for 
practical evaluation of control algorithms. Other building 
simulation tools that are designed to represent short-term 
system dynamics still make simplifying assumptions on 
some parts of the system. For example, TRNSYS (Beck- 
man et al. 1994) does not account for pressure drop in 
the duct network. Thus, it is difficult to evaluate any 
pressure-based controls, such as the supply fan control, 
with TRNSYS. 
In recognition of these limitations, more and more re- 
searchers chose to use general-purpose modeling tools, 
such as MATLAB/Simulink (MATLAB 2010) and Mod- 
elica (Fritzson and Engelson 1998), to develop dynamic 
models to aid control system development testing. For 
example, (Chen and Treado 2014) developed a Simulink 
library of dynamic models for typical air-side HVAC com- 
ponents: (Braun et al. 2012) developed models for build- 
ing envelope, indoor environment, and the HVAC plants 
with MATLAB. (Wetter et al. 2014) created a Modelica 
library that contains the modules for building and district 
energy heating and control systems. 
In this paper, we introduce a virtual testbed for evalu- 
ating different control strategies for the HVAC systems 
that serve typical large office buildings. We used Energy- 
Plus for calculating the building thermal load and Model- 

LARGE OFFICE BUILDING SYSTEM 
A high-rise large office building was selected for estab- 
lishing the virtual test-bed. It has twelve identical floors 
with five zones on each floor. The layout is representa- 
tive of the large commercial office building stock and is 
consistent with the building prototypes described in (Deru 
et al. 2011). 

HVAC System 
The HVAC system that serves the large office building 
consists of three major components: 
• One chilled water system, composed of a chiller, a 

cooling tower, a primary chilled water loop with a 
constant speed pump, a secondary chilled water loop 
with a variable speed pump, and a condenser water 
loop with a constant speed pump. 

• One hot water system, consisting of a gas boiler and 
a constant speed pump. 

• Twelve variable air volume (VAV) systems (one for 
each floor). Each VAV system contains an air han- 
dling unit (AHU) with two fans and five terminal 
boxes. 

The physical structure of this HVAC system for one floor 
with the five VAV boxes is illustrated in Figure 1 and an 
example air distribution loop for one floor is shown in Fig- 
ure 2. 

ica HVAC Building library (Wetter et al. 2014) to model 
the dynamic behavior of the HVAC system. A functional 
mockup interface (Nouidui, Wetter, and Zuo 2014) is used 
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to enable run-time communication between the Energy- 
Plus model and the Modelica model. To demonstrate the 
use of the model, we performed the evaluation on two rep- 
resentative sequences of large office buildings, both based 
on the ASHRAE standards. 
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This paper contributes to the literature in several ways: 
1) The first generic virtual testbed is created for large of- 
fice buildings to evaluate different control strategies in 
HVAC systems. 
2) A new co-simulation approach for the efficient and flex- 
ible handling of the interactions between buildings and the 
HVAC systems is proposed. 
3) An evaluation of the two control sequences based on 
ASHRAE standards is conducted to illustrate the use of 
the virtual testbed. 
This paper is organized as follows. First, the studied 
building and the associated HVAC system under study are 
presented. Then, the implementation of the virtual testbed 
is discussed, and the control sequences used for a perfor- 
mance comparison are explained. After that, the utiliza- 
tion of the virtual testbed to evaluate the energy perfor- 
mance of two control strategies is demonstrated, followed 
by conclusions and ideas for future work. 

Figure 1 Simplified schematic of the HVAC system with 
one VAV system 

 
 

 
 

Figure 2 The air distribution loop for one typical floor 
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Model Integration 

 

 

To reduce the computation time associated with solving 
the underlying model without affecting the model’s abil- 
ity to capture the dynamic response of the building equip- 
ment, we make two assumptions: 
• Assumption 1: The thermal load of the building and 

the weather data are constant within a sample time 
(e.g., 1 minute); 

• Assumption 2: The middle floors (from the second 
floor to the eleventh floor) are identical regarding the 
operating condition and the sizing of the VAV sys- 
tem. 
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Co-simulation 

With the above assumptions, we developed a hybrid ap- 
proach to model the system, illustrated in Figure 3, by co- 
simulating the EnergyPlus envelope model and the Mod- 
elica HVAC system model. We based the model of the 
building envelope and the internal heat gain on the DOE 
reference building model for Chicago (Deru et al. 2011). 
The HVAC system models and the control system are 
developed using the Modelica standard library (Model- 
ica Association 2008) and the Modelica Buildings library 
(Wetter et al. 2014). The data exchange between the two 
models is realized with a generic Functional Mockup In- 
terface (FMI) (Blochwitz et al. 2011). Detailed infor- 
mation on the FMI setup in EnergyPlus can be found in 
(Nouidui, Wetter, and Zuo 2014). 
Data exchange between the two models and their asso- 
ciated solvers addresses the coupling between the cool- 
ing load and the HVAC system operation (Crawley et al. 
2001). (Nouidui, Wetter, and Zuo 2014) proposed a 
data exchange approach that decouples the relationship 
by assuming that the temperature, the humidity, and the 
flow rate of the discharge air are constant during one co- 
simulation interval. This approach does not capture the 
fast dynamic evolution of these variables and may lead to 
inaccuracy in control evaluation. For this reason, we de- 
signed the following new data exchange approach. 
The EnergyPlus model calculates the building thermal 
load so that the zone temperatures can be equal to the 
ones received from the Modelica simulation at the pre- 
vious data exchange. The EnergyPlus model then com- 
municates the calculated thermal loads to the Modelica 
model which are set to be constant during the simulation 
period. Modelica uses the load information to calculate 
the zone temperatures and send the results back to Ener- 
gyPlus. Figure 3 illustrates the data exchange process. 
The following equations describe the above process for a 
given sample time interval t ∈ [to, to + δ ), where δ denotes 
the sample interval. 
i) In EnergyPlus, the thermal loads for the building zones 

 
 
 

Figure 3 The co-simulated system model 
 

at time to, denoted by Qe(to), are calculated by 

Qe(to) = f (Ts(to), Ie(to), Se(to)), (1a) 
Ts(to) = Tm(to), (1b) 

where Ts(to) denotes the vector of desired zone tempera- 
tures at time to; Tm(to) denotes the vector of zone temper- 
atures computed by Modelica at time to; Ie(to) denotes the 
vector of inputs for the EnergyPlus simulation at time to; 
Se(to) is the vector of initial states at time to. 
ii) In Modelica, the vector of zone temperatures at time 
t ∈ [to, to + δ ) is calculated by 

Tm(t) = g(Qe(to), Im(t), Sm(to)), (2) 

where Im(t) is the input vector for the Modelica simulation 
at time t; Sm(to) is the vector of state variables at time to. 

Note that equations (1) and (2) approximate the solution 
of the following equations, which describe the interaction 
between the building thermal load and the HVAC system. 

 
 

Qe(t) = f (Ts(t), Ie(t), Se(to)), (3a) 
Tm(t) = g(Qe(t), Im(t), Sm(to)), (3b) 
Ts(t) = Tm(t). (3c) 

The approximation is accurate when Assumption 1 is 
valid. Compared to the approach in (Nouidui, Wetter, and 
Zuo 2014), the solution approach proposed here allows 
us to represent the dynamics of the HVAC system that 
may be faster than the co-simulation interval (selected at 
1 minute in our case). 

Models 
Modelica allows us to develop building models hierar- 
chically. Figure 4 shows the building and HVAC system 
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model including the submodels for the chilled water sys- 
tem, the hot water system, the AHU, the air distribution 
system, and the functional mockup unit for the Energy- 
Plus envelope model. 

 
load-multiplier model represents the water flux which has 
the same return temperature as that for the AHU model 
representing the middle floor but with n times water flow 
rate (n denotes the number of middle floors). 
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Figure 4 Building and HVAC system model 
 

Figure 5 presents details on the AHU model.  The AHU 
model contains the submodel for the two fans, the cooling 
coil, and the mixing box. The local controllers for the 
above components are also implemented. 

 

 
 

Figure 5 The AHU model 
 

The AHUs and the air distribution systems serving the 
middle floors are represented by one AHU and one distri- 
bution system model, respectively, based on Assumption 
2. We create a load-multiplier model, as shown in Figure 
6, to ensure that the thermal load for twelve floors is repre- 
sented in the chilled water and the hot water systems. The 

Figure 6 The load-multiplier model 
 

CONTROL SEQUENCES 
To demonstrate the usage of the building system model as 
a virtual testbed, we performed the evaluation on two con- 
trol sequences (named “Baseline” and “Advanced”) for 
the air-side system with the model.  The two sequences 
are described in Table 1.  “Baseline” represents the case 
in which advanced reset strategies are not considered, and 
all the system operating set points are constant. The “Ad- 
vanced” strategy, based on the first public review draft of 
the Guideline 36 specification (ASHRAE 2016), repre- 
sents state of the art in advanced reset sequences to adjust 
the system set points based on the operating conditions. 
As an example, Figure 7 elaborates the discharge air tem- 
perature set point reset for the cooling coil control. The 
discharge air temperature set point is determined based on 
the number of requests from the building zones which are 
indicators for the cooling load.  Requests are calculated 
based on the damper position and the deviation of the zone 
temperatures from the corresponding desired temperature 
set points. When the number of requests is higher than a 
specified threshold, the system is demanding more cool- 
ing energy, and the discharge air temperature set point is 
reduced by a fixed amount. Otherwise, the discharge air 
temperature set point is increased periodically by a fixed 
amount. This reset strategy may cause the temperature of 
some zones to surpass the set point when the reset thresh- 
old is greater than zero. 
It is worth mentioning that it may be difficult to use con- 
ventional building tools to evaluate the two control se- 
quences, especially the “Advanced” strategy. The most 
significant difficulty, as mentioned in the Introduction sec- 
tion, is the inability to catch the fast dynamics. For exam- 
ple, the discharge air temperature set point reset employs 
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Table 1 Control Sequences (see details for * in 
(ASHRAE 2016)) 

RESULTS & DISCUSSION 
Simulation Settings 
A simulation of the system was conducted with the two 
control sequences. Table 1 and Figure 7 give details 
on the configuration of the reset strategies as recom- 
mended by Guideline 36 specifications.   For example, 
ΔSP−,ΔSP−,max, ΔSP+,and I are set as 0.1, 0.16, 0.5, and 
2, respectively.   The weather inputs for the simulation 
are from the TMY3 file (Wilcox and Marion 2008) for 
O’Hare International Airport, Chicago. To reflect on how 
the two sequences work at different times of the year, we 
select three weeks: a week each from August (the summer 
week), March (the mild week), and January (the winter 
week). Figure 8 shows the trends in the minutely outdoor 
temperatures for the three weeks. 
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Figure 8 Outdoor air temperature 
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Figure 7 The reset strategy for discharge air temperature 
set point 

 
 

a control delay to determine the request based on the tem- 
perature deviation to avoid unsteady controls. Therefore, 
it is critical to consider the delays when implementing the 
control in the system modeling to faithfully capture the 
reset performance. However, the delays are difficult, or 
even impossible, to implement in tools such as Energy- 
Plus. Therefore, it is our view that the proposed testbed is 
necessary for control evaluations. 

Results 
Figure 9 gives a summary of the electricity consumption 
for different devices under two control sequences. Based 
on the results, we can see: 
1) In general, the “Advanced” control can lead to signifi- 
cant electricity savings for all the three testing weeks, with 
savings for the week in March being around 35%. 
2) Compared to the other devices, the savings from the 
fan electricity consumption are the most significant. For 
the mild week in March, the savings ratio for the fan 
electricity consumption with the “Advanced” control is 
around 71%, compared to the “Baseline” control. For the 
same week, the “Advanced” control almost eliminates the 
chiller electricity usage; while in the summer week, the 
savings ratio is around 16%. On the other hand, the pump 
electricity consumption seems to be less sensitive to dif- 
ferent control sequences as most pumps operate with con- 
stant speeds. 

Baseline 
Start system 2 hr ahead 
of occupancy schedule 

 
Duct static pressure set point is 174.2 Pa 

Advanced 

Same 

Static pressure resets 
between 24.9 Pa. and 248.8 Pa 
based on terminal box status* 

Differential speed ratio 
between the supply and 

return fan is 10% 
Supply air temperature set point 

is 12.8◦C 

Minimum outdoor air damper position at 30% 

Fixed dry bulb temperature [15.6◦C] control 
for the air side economizer 

(Aktacir 2012) 

Single maximum 
for terminal control (Paliaga 2012) 

Same 

Supply air temperature set point resets 
between 12.8◦C and 18.3◦C* 

Demand Control 
Ventilation (ASHRAE 2013) 

Fixed enthalpy [65kJ/kg] control 
for the air side economizer 

(Aktacir 2012) 
Dual maximum 

for terminal 
control (Paliaga 2012) 
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3) The electricity consumption savings from the “Ad- 
vanced” control sequence are comparatively more signifi- 
cant for the mild and winter weeks than the summer week. 
This is because fan electricity consumption can be re- 
duced to a great extent while the total electricity consump- 
tion is lower, compared to the summer week. 

 
charge air temperature set point under the “Advanced” 
control is always larger than that under the “Baseline” 
control, the chiller works more efficiently under the for- 
mer. 

 
 

  
 

Figure 9 Total electricity consumption for the testing 
weeks 

 
Likewise, we plotted the result for the gas consumption 
in Figure 10. We can see that, in general, the gas con- 
sumption savings obtained from the “Advanced” control 
sequence are less than that from the electricity consump- 
tion, with a savings ratio of up to 10% approximately. 

 
 

     

    

 

 
 

Figure 10 Total gas consumption for the testing weeks 
 

To help understand how the energy savings from the fan 
and chiller are achieved, we provide more detailed infor- 
mation regarding the duct static pressure set point and the 
discharge air temperature set point for the middle floor 
AHU under the two control sequences, as shown in Fig- 
ure 11. One can see that the duct static pressure set point 
under the “Advanced” control is always less than that un- 
der the “Baseline” control, significantly reducing the fan 
electricity consumption. On the other hand, since the dis- 

Figure 11 The set points for the duct static pressure and 
the discharge air temperature for the middle floor AHU 

 
Also, to demonstrate how the two sequences affect ther- 
mal comfort, here we also use the middle floor as an 
example and plot the zone temperature in Figure 12. 
We found that both the “Baseline” control and the “Ad- 
vanced” control can maintain the zone temperature within 
or close to the set range. Moreover, although the physical 
systems are the same, the zone temperature patterns are 
different under different control sequences: The zone tem- 
peratures are higher under the “Advanced” control than 
those under the “Baseline” control. Also, the change in 
zone temperature is smoother under the latter than the for- 
mer. This observation confirms that the “Advanced” con- 
trol may sacrifice thermal comfort with the current set- 
tings. 

CONCLUSION 
Based on the above analysis, we can draw the following 
conclusions: 
1) The proposed virtual testbed can be used to perform a 
comprehensive evaluation of the relevant controls, regard- 
ing energy savings and the impacts on the thermal com- 
fort. 
2) In general, the “Advanced” control can significantly re- 
duce the electricity usage by the fans and the chillers, due 
to the resetting of the duct static pressure set point and the 
discharge air temperature set point. 
3) The “Advanced” control may pose small negative im- 
pacts on the thermal comfort. 
In the future, we would like to use the testbed to under- 
stand the optimal settings of the control for a trade-off 
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Figure 12 The set points for the duct static pressure and 
the discharge air temperature for the middle floor AHU 

 
 

between thermal comfort and energy efficiency. We will 
also use the virtual testbed for examining advanced con- 
trol strategies with a particular focus on building-to-grid 
(B2G) integration. Compared to the controls we evalu- 
ated in this paper, the ones used for the B2G integration 
may require higher fidelity building response. In addi- 
tion, we also plan to add more building systems, like the 
domestic hot water system, to the simulation scope for 
further controls evaluation. Lastly, validations will also 
be performed to assess the overall accuracy of the testbed 
and other conventional simulation tools in estimating the 
building energy performance. 
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