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Executive Summary

This paperdefines thermal guidelines best practices for storagpiipment. The intended
audienceis both storage hardware designers anstorage equipment usersThe thermal
guidelines were written by a team of storage subject matter expertsnfieomy different
companiesaand the recommendations are industigle best practices which argresticof the
point of view of any one company.

A comprehensive review environmental specifications aatt flow management best practices

was conducted across disk, flash, and tape based storage equipment. The review uncovered
disconnects between the environmental specifications of the storage equipment and the building
blocks inside it such as hard disk drives, stuggs, and batteries. In many cases, the building

bl ocks werenot capabl e of meeting the -publis
operational conditions. Mialignment of suklassembly and system ldvgpecifications could

result in a customer experiencing IT equipment failures and data loss even though they were
following the published environmental specification for their storage equipmAStHRAE

proposes set of industry standard recommendationglisk, flash, and tape to align system and
subsystem enviromental specifications argtevent possible equipment failures and data loss.

Cooling air flow management practices, both inside the storage equipment and at the rack and
data center level, we investigated.One simple finding was, for data center design and
operation, customers need equipment documentation to provide a range of air flow fendiffe
levels of equipment power levelsot just a maximum air flowData centers designed based
maximum air flow numbers will be ovelesigned and less energy efficie@ustomers and data
center operators focused on enempsts need detailed tables and graphs for airflow versus
systemloading.

Another opportunityfor equipmentenergy savingss the implementation of morgophsticated

fan control algorithms Recent generation servers and storage arrays have step based fan control
algorithms oreven polynomial fan control based on intaeintemperature sensor feedback.
Sophisticated senstwasel fan control algorithrme an do a better job of #r
flow to maximize energy savings. At a data center IASKEIRAE recommends the adoption of

multiple environmental control zones as a best practice. Where possible, equipmethiewith

same or similar environmental control requirements should be grouped together in the same zone

or zones. A zone based approach to cooling and physically locating equipment will realize
power and cooling cost savings for a majority of the data certéde winaking sure critical
equipment, such as tape batteriesis controlled within narrower specified environmental limits.

Other important findings are the need for periodic or-tiea monitoring of gaseous pollutant

levels. Sources of gaseopsllution can be seasonal andriable Periodic monitoring of
gaseous pollution is needed to determine in advance when copper and silver corrosion rates are
reaching a level that coutthuseequipment failuresver time
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Data center sites should be cboswhere possible, to minimize external vibration, such as
construction and railroad traffiddigh levels of transmitted vibration have been shown to itnpac
hard disk drive performanceDesign of data center infrastructure should minimize internally
gererated vibration from sources suchmasvement of heavy equipmeray movers and loud
noise from fire alarm horns andd suppression systems.

1 Introduction

This paper is writte for a broad audience that includizta center power and cooling expeas

well as IT and storage equipmespecialists.

Sections of the paper may bsidofor some

audience members. The reason for this is to provide a wide base of background information that
bridges any gaps in understanding and provides a common foaknéwr understanding the
proposedstoragehermal guidelinedssuesand best practices.

One projection for the rate of information storagevgh is given below irFFigure 1. Another
plot that shows the breakout of storage growtimieglia type is shown iRigure 2 Although the
rate of storage growth varies slightly from one reference to the next, all of the sources show the
need for information storage is growing almost exponentjally2] [3] [4]. According to IDC,
nformation i
the amount of information wgenerated in 2011.
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Figure 2 Breakout of storage growth by storage media fpe

The amount of data generated, collected, processed, and stored by most organizations will
continue to grow aggressively for the foreseeable future and this will drive rapid growth in
information storage hardware.

Growthin data storage is being fueled by three broad catedbiies) social media, b) machine

data, and c) transactional data. The growth of social media data is being fueled by the large
volume of images and videos that areeyated from mobile devices. Machines are generating
more data than ever before. For example, the Large Hadron Collider (LHC) generates 40
terabytes of data every second during experinm@htsEven a simple transaction wim online

retailer can generate data a significant amount of data including product IDs, prices, payment
information, manufacturer and distributor data, and customer behavior.

The information storage trend iRigure 1 may be affected by software data compression
technologies that would reduce the amount of storage volume required for the same data.
Software data compression technologies already exisa@ndlready in widespread Usg, [7].

Any change to the projected growth of information storage would be brought about by either the
adoption of new software based data compression methodsadéryadoption of existing data
compression technologies. Even with data compression, the expectation is still for rapid growth
in the amount of data stored.

1.1 Primary Functions of Information Storage

In a data center there are four primary functiohsfmrmationstorage:on-line storage, backup,
archiving, and disaster recovery

Table 1 Summary of the four primary functions of information storage.

Storage Function Description
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On-Line Rapid access, frequently used, curiafdrmation
Backup Guard against media failure and data loss
Archiving Long term storage of data needed only infrequently

Disaster Recovery | Protects against loss of information from natural disaster such a
tornado. Disaster recovery storagéysically done at a separate
physical site

1.2 Types of Storage Media and Storage Devices

Information storage isurrently dondoy means of several @irent types of media including hard
disk drive, solid state disk drive, tape and optical me8@ameof these storage media are shown
in the iguresbelow.

Figure 3 Hard disk drive with cover removed (left) compared to a flash mgrased solid
state drive (center) andReripheral ©@mponent Interconnect Expre@Cle based solid state
drive (right).

A Peripheral Component Interconnect Express (PE&D shown above iRigure 3 plugsinto a
PCle slot instead of a drive bay. PCle allows for much faster data transmission rates than the
connection to a typical drive in a drive bay.
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Figure 4 Example of asingle tape drive (left) andtape mediaartridge (right).
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Solid state drives use naolatile flash memoryor information storage whereas traditional hard
drives use platters of rotating magnetic medfacomparison of active power across different

types of HDD and SSDs is given below.
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Figure 5 Comparison of the active power consumption of various sizes and types of drives
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power consumon, ~23W, than any of the othérives.
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Power consumption ian important dteria for selecting a type of storage media. Some types of
media have unique energy usage models that make direct comparisons between media difficult.
For example, tape consumes energy wheniit &drive beingactively being witten or readut

the anergy consumptioan individual tape cartridge in a tape libr&ayalmost negligible.
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A quick summary of th@ositive and negative attributesa@mmonly available storage media is
given below.
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Table 2 Summary of the pros ammbns of the commonly available storage media

Type of Storage Media |
Hard disk drive (HDD)

Pros
Fast read and write access to
data. Mature technology.

Cons |
HDD6s can sudd
RAID or other strategies are
often required to protect agains
data loss

Solid state drive (SSD)

Fast read and write times. PCI
bus SSDs are even fast&8.S D
degrade slowly over time and
generally dono
unrecoverable crashes like
HDDs.

Higher cost. Flash memory has
a limited write lifetime

Tape Mostreliable technaigy for Relatively slav write and read
long term data archivingLow | access times
cost, mature technology,
minimal energy usage for offling
storage
Optical Media Inexpensivereadily available. | Not suitable for enterprise

applications.Disks can be

affected by mechanical damage

Error! Reference source not found.quantifies the performance of each media type in key areas
such as energy usage (active and idle), data rates, hard error rates, and shelf life

Type of Storage
Media

Enterprise
Hard Disk
Drive (HDD)

Enterprise 2 .
Solid State
Drive (SSD)*

Tape
Enterprise Midrange

Active Energy Usage 410 17 4t011 50 to 90 27
Range (W)
Energy Usage at Idle 0.6to 11 28t04.1 30 to 36™** 7.5%*
(W)
Max Sustained Data 115to 370 500 to B0 75 to 250 40 to 160
Rate (MB/sec)
Hard Error Rates 1in 10° 1in 10° 107° 10’
(bits)
Shelf Life (years) Not defined 3 months at 30* 30*
40°C
*Assumes tape drive hardware is still available to read the tape media after 30 years.
**Does not include PClaolid state drives.
***These values are for a tape cassette in a tape drive. The energy consumption of-a stand
alone tape cassette in a library is almost negligible.
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1.3 Disk Storage Arrays

Disk arrays are categorized based on how they implement redundancy and how they are
connected to a host network or computing device.

RAID vs. JBOD

Disk storage arrays are found in two flavors; Redundant Array of Inexpeske (RAID), or

Just a Bunch foDisks (JBOD). The latter JBOD is precisely what the name implies; multiple
disks in an enclosure that are exposed to a host just as they are. In the case of the former, the
RAID device is not what it seems.

A typical enerprise class HDD will have an annualized failure rate (AFR) of between 0.7 and
1.0%, making the HDD one of the most failupepone components in a storage subsystem.
Consequently, steps are taken to ensure wien an HDD failure occurs, the data stooadthe

HDDs is still accessible. Data are typically stored across multijd&s Data are stored and
indexed according to a Logical Bl ock Address
data is512 bytes, and is written to DD with a headerrad error correctionade. A hard disk

drive can have millions of logical block addresses, as the nhumber of logical block addresses will
be approximately equal to the capacity of the drive in bytes divided by the logical block size. The
RAID device appeart® the host as a physical device, but can actually be a multitude of physical
devices. The LBAs of these physical devices are mapped by the RAID controller into a virtual
address space that appears to the host as a single device. As data are recdRadst@age
controller to be written to a logical volume, the RAID controller distributes the data blocks
across multiple preconfigured physical volumes, using a predetermined stripeSsigpéng is

the process of writing data across multiple physiltsits. When data is written in stripes across
multiple physical volumes, a mathematical exclusi¥@ (XOR) function is used to generate

parity data. XOR compares two input bits and generates one output bit. If the bits are the same,
the result is 0. Ithe bis are different, the result is 1ln the case of RAID5, an additional
physical HDD is used to store the mathematical XgaRty dateof all the data within a stripéf.

one of the HDDs in the volume group is lost, the data stored on the faileccHDD b e fir ebui
by again doing a mathematical XOR of all of themagning data within the stripe.

One of the most common typef data center level information storage is a disk based storage
array. The basic hardware components of astisiage arragre shown belown Figure 6.
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Figure 6 Schematic diagram of typical disk storage array.

The array enclosure comprises two RAID controllers A & B, which provide redundancy for fault
toleranceand enhanced connectivity. Each RAID controller contains a Storage Computing
Complex, which can be a specialized RAID+a-CHIP (ROC) or a general purpose processor
with specialized 10 controllers (IOC) allowing conversion from standard PCle to stordge cen
interfaces such as Serial Attached SCSI (SAS), Serial ATA (SATA), etc. The storage controller
is accessed through Host Ports using common storage protocols such as SAS, iSCSI, Fibre
Channel (FC), etc. The Storage Computing Complex acts as alblaticommand server to

SCSI command descriptor blocks issued by a loshputer in the course of storing and
retrieving data. A Host Adapter converts the external storage protocol to PCle to be handled by
the Storage Computing Complex. The data written bgxaernal host computer is distributed by

the Storage Computing Complex to physical media according to the configuration parameters
defined by the RAID algorithm and the logical to physical volume mappings. Because the
internal storage interfaces are sepalntto-point connections, an expansion module is used to
allow the Computing Complex to address multiple physical drives through the enclosure mid
plane; each drive being located in a drive slot and having a dedicated link to the expansion
module. The dves each have a primary and secondary port, such that each controller has a
connection to each drive. The Storage Computing Complex also has a local cache to temporarily
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store data for quick read access and more efficient write operations; conseduerglys also a
communication path through the npthne, allowing the two controller Storage Computing
Complexes to share caching information and data as well as Storage Enclosure Service
operations.

In addition to the controllers, miplane and drivesthe Storage Array Enclosure typically
employs redundant power supplies and cooling modules in the event of component &ailures
shown below inFigure 7.

Front View

Control

Panel \\J° °
oAU AN AU AR AU AGARU AU
[+] [+

Drive Carriers Rack

Mounting
Bar

Rack
Mounting
Bar

Rear View

Storage Controller A

P [oO a§‘*

EEEL o

% Storage ControllerB \

Power Supply B

Fan A

u}

Power Supply A
Figure 7 Front and rear views of storage array enclasure

The deployment and connectivity of storage arrays is typically one of three common types:
Network Attached Storage (NAS), Storage Attached Network (SAN), Direct Attadioeags
(DAS). The different types of storage arrays are discussed in Appendix B
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Figure 8 below shows how individual disk arragkow inFigure 6 andFigure 7 are installed in
racks to make a much larger storage array.

Figure 8 Racks populated with 4U height disk storage array modules.

1.4 Tape Storage

Even though tape is a relatively old storage medium it isvstilf popular and, pdfigure 2, the
amount of tape storage being used is still growing. Tape systams in a variety of different
formats based on thgpe oftape media.

Linear Tape-Open (LTO) Format

LTO, the abbreviation foLinear TapeOpen,a tape format optimized for high capacity and
performance withhigh reliability. Available in either single or multiple drive configurations, the
LTO tape format is ideally suited for enterprisgel backup, restore and archive applications.
LTO is the open standard alternative pooprietary tape technologieghich results in
interoperability across vendors and more economical product line for the user. The latest
generation of LTO, Generation 6, holds up to 6.25 THaia (with 2.5:1 compressionMore
information can be found ahe Ultrium LTOconsortiumweb site[8].

3592 Format

The 3592formatis a series of tape drives and corresponding magnetic tape data storage media
formats. They are designed to meet business demands that require applications that rely on high
capacity and fast access to data as well as-termy data retention.The 3592format is used

with TS1140 tape drives. A TS1140 drie@n store up to 4 TB (native capacity) a single tape
cartridge

T10000 Format

© ASHRAE (www.ashrae.org For personal use only. Additional reproduction, distribution, or
transmission in either print or digital form
permission.

13


mailto:publisher@ashrae.org
http://www.ashrae.org/

© 2015 ASHRAE. All rights reserved. This publication may not be reproduced in whole or in

part; may not be digbuted in paper or digital form; and may not be posted in any form on the

l nternet without ASHRAEOGS expressed written p
publisher@ashrae.arg

T10000 is a family of high capacity, high performance, enterprise class tape drives and magnetic
tape data storage whe formats T100® compatible drives are designed for heavy data retrieval
and tape library automation. A single T10000 tape cartrutgeides for up to 8.5TB (native
capacity)

2 Power Density and Cooling Trends

2.1 Power Density Trends

Data centeeconomicdends tafavor denser equipment that takes up less floor space. However,
higher power density can create challenges for power distribution and codlwegrend over

time for storagand networkindT equipmenipower denty is shown below in

Figure 9. The definition of the heat logaer equipment fo@rint in the graphcan be found on
page 37 of referend®].
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Figure 9 Power density trend over time fstorage and networkind equipment

The power density of storage array systems is largely determined by: a) the power density of the
storage media, b) the amount of storagedia used inside an enclosure, and c) the type of
storage media being used. The power trend for hard disk drives shown b&iguran10is flat

over even slightly decreasing over time, even with increases in hard disk drive density.
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However, increases in the power density of storage arraylsl still come about ifa larger
number of drives were designed irgn enclosure of the same size. Power density could also
increase if, for example, the array was provisioned with high power drives such as 15k spindle
speed. Though it is a secondary factor, theoee of RAID levelscan also affect power
consumption.

Another path where qwer densityincreasescan come about if the drives are stacked three
dimensionally inside in the enclosure. Traditional hard drive and solid state drive based storage
arrays place the drives only at the front face of the storage emcgsure for optimal cooling

and accessibility The area of the enclosure face limits the total number of drives. In a three
dimensional storage arraguch as the one shown below Rigure 11 the drives are placed
behind one another. Three dimensional stacking of drives can significantly increase the capacity
of a storage array but it will also significantly reese the array power density and cooling needs.

Figure 11 Blade storage drawer witt¥ threedimensionally stacked hard disk drives.
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Solid state drives have similar power consumption compared to hard disk drives of similar form
factor because they have been designed to fit into existing enclosures with fixed power.budgets
PCle based solid state drives can consume up to 3X more power than a conventional hard disk
drive (seeFigure 5). If a storage array was built using PCle based solid state drives, the power
density of the array could be substantially higher than a conventional storage array.

Some opportunitiesend users can implement to improttee energy efficiency of storage
equipment are:
1. Choose storage equipment that is scalable. Keep just enough storage caplawtyoon
meet current needs and keep additional storage installed and ready but in a powered down
state until it is needed.
2. Right size the number and types of hard disk drives and solid state tirineigimize
power (sed-igure 5). Use higher power high spin speed hard drives such aspiridie
speed only when necessary. Where rapid read/write access is needed consider using a
solid state drive in lieu of a high spindle spéwad disk drive.
3. Maintain infrequently accessed data (ficold
as arrag with low spindle speed drives or even tape.
4. Consider energy efficiency as one of the factors in choosing your RAID array
architecturg11], [12].

Overall, the forecast over time is for a storage (tape and drive based storage) power density to
increase only slightly over timeHowever, here may be a few exceptions to this trend such as
storage arrays designed with thienensionally drives.

2.2 CommonCooling Air Flow Configurations

The pimary means of coolingommercially available storagequipmentis air. The most

common configuration of individualisk drive basedtorage arraysrethe 2U and 4U form

factors. In generaldisk basedstoraye arrays donodt occupy as muc
comparable height (2U or 4U) server. However, this depends on whether or not the array has
two rows of drives, one behind the other threedimensional packaginglf a storage array has
horizontally stacked drivesi.e. 3D the storage array may occupy nearly the emtapth of the

rack. The mostommonfront of rack to back of rack i f r o n t stdrage doray cdoling air

flow design isshown below irFigure 12
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Figure 12 Front of rack to back of rack air flow typical of a 2U or 4U storage array.

Individual 2U and 4Udisk drive basedtorage arrays are often usedba#iding blocks to create
full heightfully populatedrack storage aays of much larger capacityThe most common rack

level cooling architecture consists of frontiack air flow as shown below.

(cold aisle)

Somestorage arrays have a specially designed cabinet door that acts asna fglenore evenly

Cold
inlet air

Cold
supply air

33333388

Rack
cabinet

» ¢
» @
» Hot

exhaust air«

B (hot aisle)

» @

» @
= &

Rack
cabinet

TR EEEEE)

Cold

Cold
inlet air
(cold aisle)

supply air
Figure 13 Storage arragabines with front to back cooling air flowHot aisle/cold aisle
configuration is shown.

wWritten

distribute the supplyf cooling aircoming through a floor tiléo the individual storage arrays
along the height of the racks shown below.Without the plenum, the storage arrays near the
bottom of the rack can consume a disproportionate amount of the cooling air leaving the arrays

near the top of the rack running test
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ensure uniform \
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Rack cabinet
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Figure 14 Cabinet level air flow design for a rack of storage arrays.

Anothertype of storageack level cooling architecture uses top of ragkaust as shown below.

111 ...
exhaust air

L

Rack
cabinet

4
LLLLL

Raised floor

Cold
air supply

Figure 15 Cabinet level air flow desigfor storage arraywith top of rack exhaust

A key point for the air flow design of any rack or cabinet is to avoid creating back pressure on
the exhaust of the | T equipment. gnoe deexsa ngpnl ¢
cabinet such as the one shown abovEigure 15. If the cabinet depth is too short, the air flow

will have to make a very sharp right angle turn creabagk pressure on the IT equipment.

Back pressure is detrimental to equipment cooling and energy efficiency because the fans inside

© ASHRAE (www.ashrae.org For personal use only. Additional reproduction, distribution, or
transmission in either print or digital form
permission.

18


mailto:publisher@ashrae.org
http://www.ashrae.org/

© 2015 ASHRAE. All rights reserved. This publication may not be reproduced in whole or in

part; may not be digbuted in paper or digital form; and may not be posted in any form on the

l nternet without ASHRAEOGS expressed written p
publisher@ashrae.arg

the IT equipment will have to spin faster and consume more energy to overcome the back
pressure, for a given air inlet tennpture.

ASHRAE recommendfront to backcoolingair flow architectur€shown inFigure 12,

= » @ =
= » @ &

Cold ‘ Hot « Cold
inlet air » R:.d( -exhaust air« R;d( « inlet air
(cold aisle) camnet »(hot aisle)« capinet (cold aisle)
= @
= s - =
= » @ =
......... i w M e .
LA 111
Cold Cold
supply air supply air

Figure 13, andFigure 14) for bothindividual storage array building blocks as well as for rack
cabinet level storage arrays-ront to back cooling is recommended because it supports data
center cooling best pracis such as hot aisle/cold aidi®yout and hot aisle/cold aisle
containment

Integrating storage arrays into a data center requires careful planning and design to meet the air
flow requirements of the equipment. The amount of rack level air flow depenasiumber of
factors including: a) the power density of the equipmamtlb) the temperature of the cooling

air supply to the rack. Most storage equipment OEMs provide air flow requirements in the
owner 6 s manual facimgdooumbngation.damysadf ther@EM provided cooling

air flow estimates are conservative and represent a worswdaste power consumption level

the highest and the inlet air temperature the higha@ste cooling air flow requirements for a
piece of equipment are much mocomplex than just a single value. The rack level air flow
neededo meet the cooling requirememtdl depend on the power dissipation of the equipment
and the temperature of the inlet aiMost storage arrays employséep function farcontrol
algorithm that runs the fans at a very slow RPM to save energy during periods of normal
operation when the IT equipment inlet coolimig stream is cool and then significantly increases
the fan RPMin stepswhen more cooling is need&hen internal power consurign levels are
higheror when the temperature of the inlet imicreases.An example oftherack level cooling

air flow neededor a storage array is shown below.
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Figure 16 Example of ack levelstorage arragir flow as a function of IT inlet air temperature

In the figureabove, the rack level air flow required shows only a gradual increase from 10 to
32°C and then a rapid increase at and abov€ 3Figure 16is just one exaple for one type of
equipment. Adoption of more sophisticated fan cordatgbrithmsby OEMsmay be an energy
saving opportunity for storage arrayBor example, most servers are already using polynomial
based fan algorithm® improve energy efficiencyAnother reason storage array designers may
want to considea more sophisticatefhn control is workloads can change the temperature of
solid state drives much morepidly than hard disk drives because solid state drives have a very
small thermal mass compared to hard drivéhis is especially true for PCle SSDs which can
have much higher power consumption than a typical hard diieeaperature sensors should be
postioned directly on or as close as possible to heat sources (vs. relying on air temperature
measurements) so as to provide rapid and accurate feedback to the fan control 84stem.
sophisticatedan control algorithmssuch as polynomialyill generallydeliver a faster and more
accurate cooling response to work load driven temperature changes.

The fan curve behavior and rack level cooling air requirements may vary widely among different
models and across suppliersin the ASHRAE Thermal Guidelines bookl13], ASHRAE
recommends storage OEMs provide more granularity on the air flow requirements of their
equipment in their customer facing documentation. Instead of providing a single worst case
value forair flow, they shouldprovide a matrix of air flow values asfunction of equipment
power consumptiorand inlet air temperature. Accurate air flow requirements are a very
important input to data center designd operatiorand theyare especially impodnt for data
centers that plan to use economization over a wide temperature range.
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Most data centers contain disnilar types of equipmenwith widely differing air flow
requirementspower dissipationand temperaturecontrol ranges. One approach is to cool the

entire data center to within the limits of the equipment requiring the most restrictive
environmental rangesuch as tape. Howevethis could result in ovetooling and over

controlling the entire data centgr meet the needs of just one type of equipment. Most data
centers are designed with multiple environmental control zones to help maintain a uniform data
center temperature even whequipment heat loads and wiokds are not necessarily uniform.

Some @ta centers even have rooms that are completely isolated and separately controlled
environmental zones. ASHRAE recommends the adoption of muligéecenteenvironmental

control zones as a best practice. Where possible, equipment with the same lar simi
environmental control requirements should be grouped together in the same zone or zones. For
example, if all of the tape equipment was located in one zone it could be more closely controlled
than the rest of the data center. A zone based approaoboliog and physically locating
equipment will realize power and cooling cost savings for a majority of the data center while
making sure critical equipment, such as tapéatteriesis controlled within narrower specified
environmental limits. For moreinformation on data center energy efficiency best practices,
consult the ASHRAE Datacom Series books fAGree
for Datacom Facility Endgldlgy]. Ef ficiency, Secon

While the preceding discussion has been entirely about air cooling, it is worth noting there are a
number of innovative cooling methods based on liquid. There are two broad types of liquid
cooling: a) recirculating cooling systemsth a pump and heat exchanger, and b) immersion
cooling where the entire IT equipment is submerged in a bath of liquid such as mineral oil. A
discussion of these cooling methods can be found in Appendix C.

2.3 Energy Saving Recommendations
Utilize Tiered Storage

Tiered storage involves mixing different environments within a single systerWarious
performance typesiérs) of hard drives coexist in a system alidw movement of data between
tiers. Tered sorage enables consolidation of maayays with different performance levels
into one large array for more efficient use of resources and higher utilization. The hardware
logic and power infrastructure required to run each of the arrays is more efficiently amortized
over more drives In general, there are 4 storagers each consisting of the following different
drive types:

1 TierOTSol i d state drives, SSDO6s,

1 Tier 17 15k RPM Fibre Channel drives

1 Tier 27 10k RPM Fibre Channel drives

9 Tier 37 7.2k or 5k Fibre Channel or SATA Drives
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Each drive type can be ideally selected and dedicated to run specific host applications and meet
storage performance requirements. Ti er 0 S
intensive applications.  One SSD can achieve the I/O rate af 8f,t15k RPM drives and

result in a 98% energy savinfis4]. Older, unused data can be moved off the high performing

drives to the slower, high capacity drives in Tier 3. This can save energy by reducing the
number of high prformance drives needed.

The different Tier levels can also be configured with different RAID levels. For instance, the
high performance, critical applications can use a RAID 1 or mirrored configuration for higher
availability.  This requires twicas many drives for the same capacity, which is not efficient
from an energy standpoint. Lower performing Tiers can use RAID 5 or 6, which require less
drives and more useable drive capacity, thereby increasing energy efficiency.

Advantages of using tied storage include:
1. Less number of physical drives and systems required
2. More efficient use of storage resources
3. Lower power and space consumption

Some of the disadvantages of tiered storage are:
1. Requires careful configuration design to optinppeeformance
2. Can reduce Bandwidth due to higher channel utilization
3. Could limit the number of host connections

Consolidate Platforms

Trading in older, less energy efficient storage arrays and consolidating into newer arrays can
reduce power consumpti@nd cooling requirements and also reduce footprint in the data center
[14]. An enabler to consolidation is the ability to utilize larger capacity drives that have the same
performance and power consumption, but can seamlessiyce many smaller capacity drives.
Also, more efficient RAID levels that are available today, such as RAID 5 7+1, enable higher
useable capacity and therefore less drives needed.

Advantages of platform consolidation are:
1. Upgrade and refresh tecHagy
2. Fewermachines to power and maintain
3. Standardize on service and training requirements
4. Use replaced machines for backup, archiving and disaster recovery

Some disadvantages include:
1. Time consuming tonigrate data off older array
2. Fewer larger capacityridescould reduce performance levels
3. Potential to run out of host connectivity.
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APay As You Growlexibiity nf i gur ati on F

It is more energyefficient to maintain a high utilization of storage which translates into less
drives and hardware required4]. Storage arrays can be purchased with minimum
configurations to meet present needs and then scaled as storage and connectivity needs grow.
When utilization is maximized and more storage is needed, individual drivagi frames of

drives can be purchased in efficient quantities to meet storage requsemériual or thin
provisioning can also help gain more useable capacity for the drives and thereby reduce the
hardware requirements and help delay upgrades.

Advant ages of fpay as you growodo configuration
1. Reduce initial Cap Ex
2. Reduce power consumption
3. Reduce foot print

Disadvantages of configuration flexibility include:
1. Requires advanced facilities planning for future upgrades

Performance Management

Utilize storage software to control and manage performance of staraggs for energy
efficiency[14]. One aspect that can be controlled is minimizing disc access and utilizing cache
algorithms; this enabldgarger capacity discs to be used and yet stilie@hhigh performance
levels. Dynamic cache partitioning can provide priority to certain applications and throttle other
applications based on policy. This can enable slow, high capacity drives todoandsstill

meet perdrmance and service levelsArrays can be further optimized for performance and
efficiency with combination of slow, high capacity drives and Solid State drives, which can
boost the 1/O rate.

Advantages of performance managemenuihe:
1. Use slow, high capagi drives for energy efficiency
2. Reduce Cap Ex and footprint

Some disadvantages of performance management are:
1. SSDés can be expensive, but can be offset

Managed Capacity

This technique involvemethods that reduce the amount of data that actually is stored to disc.
One method is the use of-daplication software that can prune and eliminate redundant copies
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of data and store incremental changess theducing growth of storageeducng hardwae
requirements and saving enefdy].

Another method is to employ an ILM (Information Lifecycle Management) strategy to segregate
and disposition different types of data for imprdemergy efficiency. Examples of this include
archiving older, uraccessed data and storing it on high capacity drives that use scheduled energy
saving shutdown modes For backup application, clones or snaps can be used to record
incremental changes amobt backup the entire databasBrotocols can be established to sort
older data and label it ready for delete. This can free up additional storage space and prevent
having to add new storage.

Some advantages of managed capacity include:
1. Reduce theraount of data being stored to disc
2. Reducing data also reduces downstream storage such as backup and archiving
3. Reduce the number of systems powered up waiting for a fail over event

Disadvantages of managed capacity are:
1. De-duplication software can slow ggs down if not run in the background
2. Data that is refreshed frequently will not benefit much frordaiglication

3 Environmental Specifications
3.1 Review of Industy Environmental Specifications

The most commonly used environmental thermal guidelsred specificationdor storage
equipmentare the ASHRAE thermal guidelineg16]. Network Equipment Building Standard
(NEBS) [17] and European Telecommunications Standards Insti(BESI) [18] are telecom
specifications and are included for comparisoi.should be noted the telecommunications
industry does use a small amount of telecom rated storage equipmeninmary of the
ASHRAE and telecorenvironmentatlasses is given below irable 3, Table 4,
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Table 5, andTable 6.

Table 3 Summary of ASHRAE 2011 Thermal Guideline Clad4€3.

= Equipment Environmental Specifications for Air Cooling

e Product Operation&° Product Power Off°

% Dry-Bulb i Maximum Maximum i i

% Y Humidity Range, Maxmum e Temperature Dry-Bulb Relqtlye MaX|mum

— | Temperature - hii Dew Point Elevation™ ch ; Temperature Humidity Dew Point

®) . &g . | non-Condensing . . ange in an . . o . .
66/ 0 06/ 0 (m) I2dzN.f]é 606/ 0 (%) 66/ 0

Recommended (Suitable for all 4 classes; explore data center metrics in this paper for conditions outside this

Al 5.5°C DP to
to 18 to 27 60% RH and

A4 15°C DP
Allowable
0, 0,
ALl 151032 | % /"Rta 80% 17 3050 5/20 5t045 | 8to80 27
0, 0,
A2| 10t035 | %° /"F:a 80% 21 3050 5/20 5t045 | 8t080 27
A3| 5to40 | MHE! 51 o, 3050 5/20 5t045 | 81085 27

RH to 85% RH

-MHg/ 51
A4 5to 45 RH to 90% RH 24 3050 5/20 5to 45 81to0 90 27

8% RH to 80%

B| 5t35 o 28 3050 NA 5t045 | 81080 29
0, [0)
c| s5t040 | 8% RF':;O 80% g 3050 NA 5t045 | 8to80 29

*The 2008 recommended ranges as shown here can still be used for data centers.

Notes for Table 2.3, 2011 Thermal Guidelines S| Version

a. Classes Al, A2, B, and C are identical to 208@&ses 1, 2, 3 and 4. These classes have simply been renamed
to avoid confusion with classes Al thru A4. The recommended envelope is identicdl paklished in the
2008 version of Thermal Guidelines.

b. Product equipment is powered ON.

c. Tape praucts require a stable and more restrictive environment (similar to Class Al). Typical requirements:
minimum temperature is 15°C, maximum temperature is 32°C, minimum relative humidity is 20%, maximum
relative humidity is 80%, maximum dew point is 22°Angeraturechange requirement is less than 5°C in an
hour, the change inumidity isless than 5% RH in an hour witlo condensation.

d. Product equipment is removed from original shipping container and installed but not in use, e.g., during repair
maintenace, or upgrade.

e. Classes A1A2, B and C- Derate maximum allowable diyulb temperature 1°C/300 m above 900 Above
2400 m altitude, the derated eloylb temperature takes precedence over the recommended tempei&ture.

Derate maximum allowablary-bulb temperature 1°C/175 m above 900 A4 - Derate maximum allowable
dry-bulb temperature 1°C/125 m above 900 m.

f.  For tape storage equipmeBfC in an hour For all other IT equipmen20°C in an houandno more than 5°C
in any 15 minute periodf time. Thetemperaturehange of the IT Equipment must meet the limits shown in
the table aboveand is calculated to be thmaximum air inlet temperature minus the minimum air inlet
temperature within any time window as specifiéithe 5°C and 20°C teperature change is considered to be a
temperature change within a specified period of time and not a rate of change.
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g. With diskette in the drive, the mimum temperature is 10°C

h. The minimum humidity level for class A3 and A4 is the higher (rmoésture) of the12°C dew pot and the
8% RH These intersect at approximately 25°C. Below this intersection (~25°C) the dew f@i€)(
represents the minimum moisture level, while abovRHt (8%) is the minimum.

i. Moi sture | eveCDBP, Hutmet bwerltOleaCn DP. Soe¢ 8 % RH, can be accept
measures are implemented to limit the generation of static electricity on personnel and equipment in the data
center. All personnel and mobile furnishings/equipment must beectethto ground via an appropriate static
control system. The following items are considered therminm requirements (see Appendixféx additional
details):

1) Conductive Materials
a) Conductive flooring
b) Conductive footwear on all personnel that guoithe datacenter, including visitors just passing
through;
c) All mobile furnishing/equipment will be made of conductive or static dissipative materials.
2) During maintenance on any hardware, a properly functioning wrist strap must be used by amyepers
who contacts ITE.

j-  To accommodate rounding when converting between Sl -&hdnits, the maximum elevation is considered to
have a variation of +/0.1%. The impact on ITE thermal performance within this variation range is negligible
and enables these of rounded values of 3050 m (10,000 ft).

New note: operation above 3050 m requires consultation with IT supplier for each specific piece of equipment.

Table 4 Summary of NEBS equipment aiSkdr temperature and humidity linsif17].

Temperature
1 Operating (up to 1829m [6000ft]) 5to 40C
1 Shortternt -510 50C
T Shortterm with fan failure -51t040C
Rates of Temperature Change
1 Operating 30°C/hour
Relative Humidity
1 Operating 5 to 85%
¢ Shorttern? 5 to 93% but not to exceed 0.026 kg
water/kg of dry air
Notes:
1. Equipment aisle refers to conditions at a location 1524 mm (60 in) above the floor and 381 mm (15.0 in) in
front of the equipment. Equipment test temperatarese def i ned in Section 5.1, A
and Altitude Test Met hods, 0 bleval erdhelerel) &daiinlgt ment conf
location.

2. Shortterm refers to a period of not greater than 96 consecutive hours, and a togatef gran 15 days in
1 year. (This refers to a total of 360 hours in any given year, but not greater than 15 occurrences during
that Tyear period.)
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Table 5 Summary of ETSI Class 3.1 a8dLe environmental requiremefts].
Class 3.1:<10% Class 3.1e:<1%

Continuous of Operational of Operational

Operation Hours Hours
Temperature 10 to 38C 5t0 10C, and 35| -5to BC, and 40
Ranges to 40°C to 45C

Humidity Ranges| 10% to 80%RH | 5 to 10%RH, and| 5 to 10%RH, and
80 to 85%RH | 85 to 90%RH
lWitt:ﬁminimum absolute humidity of no less than 1.5 a maximum absolute humidity of no more than
20g/

2Wsi;th minimum absolute humidity of no less than 1 §/m

3with maximum absolute humidityf no more than 25 g/in

Note: maximum rate of temperature change for continuous operation, Class 3.1 and Class 3Qnis 0t
averaged over 5 minutes.

Table 6 Summary of maximum altitle ratings and deating valueg16].
Specification & Class Minimum | Maximum De-Rating De-Rating

Altitude Altitude (Metric Units) (I-P Units)
ASHRAE - Class Al NA 3050m 1°C/300m above| 1.8°F/984ft above
(10000ft) 950m 31171t
ASHRAE i Class A2 NA 3050m 1°C/300m above| 1.8°F/984ft above
(10000ft) 950m 31171t
ASHRAE 1 Class A3 NA 3050m 1°C/175m above| 1.8°F/574ft above
(10000ft) 950m 31171t
ASHRAE 1 Class A4 NA 3050m 1°C/125m above| 1.8°F/410ft above
(10000ft) 950m 31171t
NEBS GR-63-CORE NA 3960m 1°C/305m above| 2.2°F/1000ft above
(13000ft) 1829m 6000ft
ETSI T Classes 3.1, 3.1e 70kPa 106kPa NA NA
(approx. (approx.
381m 3048m
(1250ft) (10000ft)
below sea| above sea
level level

If one compares and contrasts ASHRAE, NEBS and ETSI, the ASHRAE specificat®ns
written only for continuous 7 days 24 hours operation whereas the NEBS and ETSI
specifications allow for limited time temperature excursions outside of the continuous operation
range.

3.2 Storage EquipmerEnvironmentaRatings
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A benchmarking survegf 8 of the majorstorage gay suppliers and more than 28tbrage
array models was carried outuaderstand the maximuaperationatemperature ratings of their
offeringsas shown below ifigure 17.

Figure 17 OEM benchmarking survey of maximuvperationatated air inlet temperatures.

Each row along the vertical axis corresponds to a different suppker. each supplier the
relative area of the bubbles represents the percentage of their portfolio with that maximum rated
temperature. The sum of the area of all of the bubbles along a row is 100%.

The ASHRAE Classes ifable 3 are structured such that Class Al represents typicair
vintagelT equipment. The conditions of class A2 meet or exceed those of Class Al. Class A3
meets or exceeds the conditions of Gtas&2 and A3. Therefore storage array products are, in
general, able to handle temperatures higher than typical Class Al equipientesultsin

Figure 17 showmost commercially available storage arrays either meet an ASHRAE Class A2
(35°C) rating or an ASHRAE Class A3 (4D) rating. This is fairly well aligned with the
maximum temperature iags ofrecent vintageervers.

Non-operational specifications are also an important part of the environmental specifications for
IT equipment including storage arrays. Nmperational conditions include shipping, long term
storage, and any time the st may spend deployed in a data center but powered down.
Benchmarking of nowperational specifications was conducted for the same supied
products used ifrigure 17 as shown below ifigure 18 andFigure 19.

© ASHRAE (www.ashrae.org For personal use only. Additional reproduction, distribution, or
transmission in either print or digital form
permission.

28


mailto:publisher@ashrae.org
http://www.ashrae.org/



































































































































































